§7.1 Diagonalization of Symmetric Matrices

Equation for an ellipse: 5x% +4xy + 3y? = 10,

In matrix form: x" Ax = 10, x:[;], A:[E’ 2]

2 3

5x2+axy+3y2 = 10

Find the major/minor axes and their lengths.
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Equation for an ellipse: x” Ax =10, x= [ ; ] , A= [ 2 ?, } :

» Eigenvalues of A: \; =4 — /5, \» = 4 +/5; eigenvectors are
-2 5+1
Avi = Apvy, Vlz[\/g+1], Avy = v, sz[\[—i_z]-

» vy and vy are orthogonal: vlT v =0:

v Vv
. Q% (1’ 2> is orthogonal matrix: @1 = Q7.
Il ™ [v2ll

def

. )\1 0 T : . u T
A= Q[ 0 ] Q". Change coordinates: [ , ] Q'x

10:xTAx:[HT[A8 AgH‘V’]z@—x/E) u2+(4+\/§) V2

» major/minor axes = Columns of Q,

axis lengths =
\/ \/4 +V5




Diagonalization of Symmetric Matrices

Let A € R"*" be a symmtric matrix.
Thm 1. Any two real eigenvectors pertaining to two distinct real
eigenvalues of A are orthogonal.
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Diagonalization of Symmetric Matrices

Let A € R"*" be a symmtric matrix.
Thm 1. Any two real eigenvectors pertaining to two distinct real
eigenvalues of A are orthogonal.

PROOF: Let A1 and A, be distinct eigenvalues of A, with
Avlz)\lvl, AVQZ)\QVQ.

so that A;v] vi =vg (Avi) = (Ava)" vi = dov] vy

This implies (A2 — A1) vé’— vi =0, or vé’— vy = 0.
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Diagonalization of Symmetric Matrices: Main Theorem

Thm: A matrix A € R" is symmetric if and only if there exists a
diagonal matrix D € R” and an orthogonal matrix @ so that

A=QDQRT=0Q \ QT.
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Diagonalization of Symmetric Matrices: Main Theorem

Thm: A matrix A € R" is symmetric if and only if there exists a
diagonal matrix D € R” and an orthogonal matrix @ so that

A=QDQRT=0Q \ QT.

Note: Assume A= QD Q" with Q = (a1, -+ ,4qn) orthogonal, and
D = diag(di,- - ,d,) diagonal. Then AQ = Q D,

A(Q1>"' 7Qn):(QI7"‘ 7qn) diag(d17 7dn):(d1q17"' aann)-

» Therefore
qu:djqja .j:l?"'?n'

A has n real eigenvalues with n orthonormal eigenvectors.
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Diagonalization of Symmetric Matrices: Main Theorem

Thm: A matrix A € R" is symmetric if and only if there exists a
diagonal matrix D € R” and an orthogonal matrix @ so that

A=QDQRT=0Q \ QT.

Note: Assume A= QD Q" with Q = (a1, -+ ,4qn) orthogonal, and
D = diag(di,- - ,d,) diagonal. Then AQ = Q D,

A(Ql,"' 7Qn):(QI7"' 7qn) diag(d17 7dn):(d1q17"' aann)-

» Therefore
qu:djqja .j:l?"'?n'

A has n real eigenvalues with n orthonormal eigenvectors.

Will prove theorem with Calculus+material from §7.1-7.3 in MIXED order.
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Single Variable Calculus: Find MAXiMUM of function (1)

4

Positive / Negative
Slope Slope

X

» Before MAXIMUM, function gets bigger with positive slope.
> After MAXIMUM, function gets smaller with negative slope.
» At MAXIMUM, function has 0 slope: | f/(x) = 0.
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Single Variable Calculus: Find MAXIMUM of function (I1)

4

Positive / Negative
Slope Slope

x._
/ N

Thm Let f(x) € C[a, b] be continuously differentiable, then there
exists x* € [a, b] so that

M= maxxe[a’b] f(X) = f(X*)
» If x* # a and x* # b, then f/(x*) = 0.



Single Variable Calculus: Find MAXiMuM of function (111)

Example: A ball is thrown in the air. Its height at any hﬁ‘\
time t is given by:

h =3+ 14t — 5t2

What is its maximum height?

Using derivatives we can find the slope of that function:

dp= _
4h=0+14-500
=14 — 10t

(See below this example for how we found that derivative.)

Now find when the slope is zero:
14 — 10t =0
10t = 14
t=14/10=1.4

The slope is zero at t = 1.4 seconds

And the height at that time is:
h =3+ 14x1.4 — 5x1.42
h=23+ 19.6 — 9.8 = 12.8

And so:

The maximum height is 12.8 m (att = 1.4 s)



Muti-Variable Calculus: Gradient

X1

» Muti-Variable function f (x) € R for x =
Xn

» Gradient of f (x) is

of
Ox1
Vi(x)=|[
of
OXn

» At MaximuM, function has 0 slope: | Vf (x) = 0.

eR".
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Muti-Variable Calculus: Find MAXIMUM of function (I)

Thm Let function f (x) € R be continuously differentiable for x in
closed region R C R". Then there exists x* € R so that

M = maxycr f (x) = f (x").

» If x* is not on boundary of R, then Vf (x*) = 0.
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Muti-Variable Calculus: Find MAXiMuM of function (I1)

Surface:

z=f(x.¥)

&

Maximum

Minimum

L ]
1
i
I
1
i
[
[l
1
L]

I

"

- Closed bounded
region R

R contains point(s) at which f(x, y) isa

minimum and point(s) at which f(x, y) isa

maximum. .



Muti-Variable Calculus: Find MAXiMUM of function (1)

For a symmetric matrix A € R"*", define closed region
R={xeR" | |x| =1}
and continuously differentiable function f(x) =x” Ax.
There must exist x* € R so that
M = max|q—1 x" Ax=(x)" A (x).

xT Ax

xTx

Since M = max|— x" Ax = MaX| x| 0
&) AK)
()" (x*)

There exists x* £ 0 so
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Muti-Variable Calculus: Find MAXiMUM of function (1)

For a symmetric matrix A € R"*", define closed region
R={xeR" | |x| =1}
and continuously differentiable function f(x) =x” Ax.
There must exist x* € R so that
M = max|q—1 x" Ax=(x)" A (x).

xT Ax

xTx

Since M = max|— x" Ax = MaX| x| 0
&) AK)
()" (x*)

) =0 has solution.

There exists x* £ 0 so

xT Ax

xT x

Equation V <
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Gradient Calculus, with Chain rule (1)

By chain rule,

xT x xT x xT x

xT Ax _V(XTAX) xTAxV(xTx)
x'x )

With x"x = x2 4+ -+ + x2

n

8(x2+-~-+x,%)
: Ox1 X1

V(xTx>: : =2 : =2x.

o444 .
Oxn
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Gradient Calculus, with Chain rule (I1)

With XTAX = X1 (311 X1+ ajppxo 4+ - +alan)
+x0 (@21 X1 + a2 X2+ -+ 4 axp xn) + -+

+Xp (anl X1+ amXe+ -+ ann Xn)

d(x" Ax)
T:(311X1+312X2+"'+31an)+X1311+X2321+'”+Xnan1
= 2(auxi+anx+---+amxy) =2 (Ax),
d(x" Ax) )
o 2(apx1t+apxet - +apnxn) =2 (Ax);, j=1,-,n
8(xTAx)
X1
With v<xTAx): : = 2Ax.
8(xTAx)

Xn
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Muti-Variable Calculus: Find MAXIMUM of function (V)

By chain rule,

v(xTAx) V(XTAX) _xTAx V(xTx)

xT x xT x xT x xT x

But
\Y (xTx> =2x, V (xTAx) =2Ax.

Therefore there is solution to

TA 2A TAx 2
v x' Ax\ _ x x Ax 2x o
xT x xT x xTx xTx
TA
or Ax=Ax, forx#0. (with eigenvalue)\:xT X
xT x

xT Ax
xT x

Therefore M = max| 0

must be an eigenvalue.

)
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Eigenvector-induced Orthonormal Basis

Let A be eigenvalue of A with eigenvector v: Av = Av.

» We extend v into a basis for R™: vi,vp, -+ ,v, with v; = v.
» Use Gram-Schmidt to obtain an orthogonal basis for R":
01,02, <o ,V,, with 01 = V.
» Define orthogonal matrix U € R™"
def /‘;1 vn def
U= (A,"' ,A> = (Ul,-" ,un)
[[va]] [Vl
> )\ is eigenvalue of A with UNIT eigenvector u;: Au; = Aug;

columns of U orthonormal basis for R".
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Eigenvector-induced Orthonormal Basis: EXAMPLE
321

Matrix A= | 2 3 1 | € R¥3 is symmetric with
11 4
1
eigenvalue A = 6 and eigenvectorv= | 1
1
» An orthogonal basis for R3:

1 1 1

/‘;1 = 1 ) 02 = -1 3 703 = 1

1 0 -2

» Define orthogonal matrix U € R™"

yer (BB )
V3 V2" V6

> )\ is eigenvalue of A with UNIT eigenvector

16

22



Thm: A matrix A € R" is symmetric if and only if there exists a
diagonal matrix D € R" and an orthogonal matrix @ so that

A=QDQRT=0Q \ QT.
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Thm: A matrix A € R" is symmetric if and only if there exists a
diagonal matrix D € R" and an orthogonal matrix @ so that

A=QDQRT=0Q \ QT.

Proof: » By induction on n. Assume theorem true for n — 1.
» Let A be eigenvalue of A with UNIT eigenvector u: Au = Au.
» We extend u into an orthonormal basis for R™: u,uy,--- ,u,
are unit, mutually orthogonal vectors.

def def o :
g UZ (wu, - u,) S (u, U) € R™" s orthogonal.

UTAU = (5:)(Au,AU)_ u” (Au) w7 (AD)

07 (Au) 0T (AU)
A07
(o orlag))

> Matrix UT (A U) € R(=1Dx("=1) is symmetric.
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Thm: A matrix A € R™" is symmetric if and only if there exists a
diagonal matrix D € R"*" and an orthogonal matrix @ so

that A=QDQT =Q \ QT.
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Thm: A matrix A € R™" is symmetric if and only if there exists a
diagonal matrix D € R"*" and an orthogonal matrix @ so

that A=QDQT =Q \ QT.

Proof: >
. A o7
UrAl = o ogr (AU) '

» By induction, there exist diagonal matrix D and orthogonal
matrix Q € R("—1x(n—1),

» therefore

A o7
T pr— A~ AN~
UTAU = (0 QDQT)'

@) )t ) Ferer



Thm: Let matrix A € R™" be symmetric, then

def . .
M = Max|y |1 x| Ax is the greatest eigenvalue of A,

f . . .
m = minj 1 x| Ax s the least eigenvalue of A.

Proof: Write A= QD QT, with orthogonal matrix Q € R"*" and
diagonal matrix D = diag (A1, -+, \p) with eigenvalues.
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Thm: Let matrix A € R™" be symmetric, then
def T . .
M = max=1x" Ax s the greatest eigenvalue of A,

f . . .
m = minj 1 x| Ax s the least eigenvalue of A.

Proof: Write A= QD QT, with orthogonal matrix Q € R"*" and
diagonal matrix D = diag (A1, -+, \p) with eigenvalues.

» Define change of variable y = Q7 x. Then ||y|| = ||x|| for all x,

and M =max)y 1y’ Dy, m=minj_y’ Dy.
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Proof: Write A= QD QT, D = diag(\1,---,\,) with eigenvalues,
1

and M = maxy| =1 y' Dy, m= min -1 y' Dy, for y=
Yn

.

% y
y Dy = : diag(\,- -, An) | 1 | = My2 A2
Yn Yn

Let Amax = max {1, -5 An} = Arps Apin = Min {1, -5 Ap} = Ay, then
Amin OF - +¥2) S Ayf++xnys < dmax (F +--+va)
or, /\min HYHZ < yT Dy < Amax HYH2

Soforall |y =1, Apin<m<y' Dy <M < Amax.



Proof: For D = diag (\1,- -+, \,) with eigenvalues,

)41
M = maX”szl yT Dy, m = minHy”::l yT Dy, for Yy =

Vi
y' Dy = Myi+-+AyR

Let Amax = max {1, -5 An} = Ay, A =min{Ag, -, A\p} = Ay, then

min
forall [yl =1, Apin <m< yT Dy < M < Amax.

> Let e; be the jth column of the identity.
» Choose y = e/, then M >y’ Dy = A\max.
» Choose y = ey,, then m<y" Dy = Amin-

» Therefore M = Amax, m = Apin-



Thm: Let matrix A € R™" be symmetric, then
def T . .
M = max =1 x' Ax s the greatest eigenvalue of A,

def . . .
m = minj xT Ax s the least eigenvalue of A.

€ R3*3 is symmetric with

o e

3 2
EXAMPLE: Matrix A = 2 3
11

eigenvalues A\; = 6, A\p = 3, A3 = 1 and unit eigenvectors

S U (- S U N N T (et
1 \/§ , U2 \/6 N ; U3 \/E
1 2 0
Therefore

M:uZ—Au1:6, m:u3TAU3:1.

N
N

N



