
§3.3 Determinant as Area

Thm: For A ∈ R2×2, the area of the parallelogram determined by
the columns of A is |det (A)| .
Proof:

I If A is not invertible, then |det (A)| = 0. Columns of A are
parallel, hence parallelogram becomes a line segment, with
area = 0.

I We now assume If A is invertible in the rest of the proof.
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§3.3 Determinant as Area

Thm: For A ∈ R2×2, the area of the parallelogram determined by
the columns of A is |det (A)| .

Proof: If A =

[
a 0
0 d

]
is diagonal. Then |det (A)| = |a d | .

Area of parallelogram is also |a d | .
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§3.3 Determinant as Area

Thm: For A ∈ R2×2, the volume of the parallelogram determined
by the columns of A is |det (A)| .
Proof: Let A ∈ R2×2 be invertible. A can be reduced to
diagonal matrix with two types of operations:

I interchange two columns.
This operation does not change |det (A)| or area of the
parallelogram.

I one row + c × another =⇒ same row
This operation does not change |det (A)|.

I Now only need to prove this operation does not change area
either.

3 / 40



§3.3 Determinant as Area

Thm: For A ∈ R2×2, the volume of the parallelogram determined
by the columns of A is |det (A)| .
Proof: Let A ∈ R2×2 be invertible. A can be reduced to
diagonal matrix with two types of operations:

I interchange two columns.
This operation does not change |det (A)| or area of the
parallelogram.

I one row + c × another =⇒ same row
This operation does not change |det (A)|.

I Now only need to prove this operation does not change area
either.

3 / 40



Let A =
[
a1 a2

]
, and B =

[
a1 a2 + c a1

]
. Then

|det (A)| = |det (B)|

I L is a line through 0 and a1.

I a2 + L is a line through a2 and parallel to L.

I Both parallelograms have same base and height,
hence same area.
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§3.3 Determinant as Volume
Thm: For A ∈ R3×3, the volume of the parallelepiped determined
by the columns of A is |det (A)| .

Proof: If A =

 a 0 0
0 b 0
0 0 c

 is diagonal. Then

|det (A)| = |a b c| .

Volume of parallelepiped is also |a b c| .
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Thm: For A ∈ R3×3, the volume of the parallelepiped determined
by the columns of A is |det (A)| .
Proof: Let A ∈ R3×3 be invertible. A can be reduced to
diagonal matrix with two types of operations:

I interchange two columns.
This operation does not change |det (A)| or area of the
parallelogram.

I one row + c × another =⇒ same row
This operation does not change |det (A)|.

I Now only need to prove this operation does not change area
either.
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Let A =
[
a1 a2 a3

]
, and B =

[
a1 a2 + c a1 a3

]
. Then

|det (A)| = |det (B)|

I Base in Span (a1, a3).

I a2 + Span (a1, a3) is a plane parallel Span (a1, a3).

I Both parallelepipeds have same base and height,
hence same volume.
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Vector Space and Subspace

I Vector Space is a set V of objects (vectors)

I operations: addition and scalar multiplication

I Axioms below work for all u, v ∈ V and all scalars.
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Vector Space: Example (I)

V = Rn.
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Vector Space: Example (II)

V = P3, set of all polynomials of degree at most 3, of form:

p (t) = a0 + a1 t + a2 t
2 + a3t

3.

I addition: Let q (t) = b0 + b1 t + b2 t
2 + b3t

3.

(p + q) (t)
def
= (a0 + b0)+(a1 + b1) t+(a2 + b2) t2+(a3 + b3) t3 ∈ P3

I scalar multiplication:

(α p) (t)
def
= (α a0) + (α a1) t + (α a2) t2 + (α a3) t3 ∈ P3
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Vector Space: Example (III)

C = set of all continuous functions:
Sums, scalar multiples of continuous functions are continuous functions.
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Vector Space is a set

If needles were vectors, then the cactus would be vector space.

Vectors can point to all possible directions, have all possible sizes.
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Subspace

Subspace H is a Vector Space that is subset of a Vector Space V : H ⊆ V .
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Subspace: Example (I)

I H = P3, set of all polynomials of degree at most 3, of form:

p (t) = a0 + a1 t + a2 t
2 + a3t

3.

I V = P, set of all polynomials of form:

q (t) = a0 + a1 t + a2 t
2 + · · ·+ ant

n, n ≥ 0 is an integer.

Both H and V are vector spaces, with H ⊂ V . So H is a subspace.
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Subspace is Vector Space (I)
Let H ⊆ V ; Let both H and V be vector spaces.

I addition and scalar multiplication defined on both H and V

I Axioms work for all u, v ∈ H and all scalars.

Axioms 1.) and 6.) need to work for H
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Subspace is Vector Space (II)

Let H ⊆ V . Let V be vector space. H is a subspace of V if

I 0 ∈ H.

I For any scalar c and any u ∈ H, =⇒ c u ∈ H.

I For any u, v ∈ H, =⇒ u + v ∈ H.
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Subspace Example (II): solutions to homogeneous
equations

Let A ∈ Rm×n, and let H be set of all solutions to A x = 0.

I 0 ∈ H.

I For any scalar c and any u ∈ H, =⇒ c u ∈ H.

I For any u, v ∈ H, =⇒ u + v ∈ H.

So H is a subspace of Rn
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Subspace Example (III): solutions to differential equation

Let H be set of solutions to differential equation:

y ′′ + y = 0,

where y = y (t) is a function of variable t.

I y (t) ≡ 0 ∈ H.

I For any scalar c and any y (t) ∈ H, =⇒ c y (t) ∈ H.

I For any y1 (t) , y2 (t) ∈ H, =⇒ y1 (t) + y2 (t) ∈ H.

So H is a subspace of C : set of all continuous functions.
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Subspace

Thm: Let v1, · · · , vp be vectors in Vector Space V . Then
Span (v1, · · · , vp) is a subspace of V .

sketchy Proof: Let u, v ∈ Span (v1, · · · , vp).
Then u, v are linear combinations of v1, · · · , vp,
so are c u,u + v.
Hence c u,u + v ∈ Span (v1, · · · , vp) . QED
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Subspace Example (IV): solutions to differential equation

Let H be set of solutions to differential equation:

y ′′ + y = 0, (`)

where y = y (t) is a function of variable t.

I Two linearly independent solutions to (`):

y1 (t) = sin (t) , y2 (t) = cos (t) .

I Solution subspace

H = Span (sin (t) , cos (t)) .
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§4.2 Null Spaces, Column Spaces

Let A =
[
a1, · · · , an

]
∈ Rm×n.

I The null space of A, denoted Nul A, is set of solutions to
Ax = 0:

Nul A
def
= {x | x ∈ Rn and Ax = 0} .

I The column space of A, denoted Col A, is set of linear
combinations of a1, · · · , an:

Col A
def
= Span (a1, · · · , an) .
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Example: Null Spaces, Column Spaces

Let A =

[
1 −3 −2
−5 9 1

]
=
[
a1, a2, a3

]
∈ R2×3.

I row echelon form: A ∼
[

1 −3 −2
0 −6 −9

]
with free variable x3.

Solutions to A x = 0: x = −x3
2

 5
3
−2

 .
Nul A = Span

 5
3
−2

 ⊂ R3.

I

Col A = Span

([
1
−5

]
,

[
−3
9

]
,

[
−2
1

]) (
⊂ R2

)
= Span

([
1
−5

]
,

[
−3
9

])
.
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Thm: Null Space is a subspace

Proof: Let A ∈ Rm×n. Want to show Nul A is a subspace.

I The zero vector 0 ∈ Nul A: because A 0 = 0.

I For any scalar c and any u ∈ Nul A,
=⇒ Au = 0;A (c u) = 0. So c u ∈ Nul A.

I For any u, v ∈ Nul A, =⇒ Au = A v = 0;A (u + v) = 0.
So u + v ∈ Nul A.

Hence Nul A is a subspace of Rn.
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Kernel and Range of Linear Transform

Def: A linear transformation T from vector space V into vector
W is a rule: x ∈ V 7→ T (x) ∈W , such that

T (u + v) = T (u) + T (v) , for all u, v ∈ V

T (c u) = c T (u) , for all u and for all scalar c

EX: Let V be set of all second-order differentiable functions,

T (y) = y ′′ + y , where y = y(t) ∈ V .

T is a linear transformation.
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Kernel and Range of Linear Transform

Let T : x ∈ V 7→ T (x) ∈W be a linear transformation.

I The Kernel of T is set of vectors u ∈ V so that
T (u) = 0 ⊆W .

I The Range of T is set of vectors T (u) ⊆W .
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§4.3 Linearly independent sets; Bases

Let S def
= {v1, v2, · · · , vp} be a set of vectors in vector space V .

I S is linearly dependent if there exists a non-trivial solution
to (`):

v1 c1 + v2 c2 + · · ·+ vp cp = 0. (`)

I S is linearly independent if there exists only trivial solution
to (`).

I Assume p ≥ 2 and v1 6= 0.
S is linearly independent ⇐⇒
some vj (with j > 1) is linear combination of v1, v2, · · · , vj−1.
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Linearly independent sets: Examples

I The set {sin(x), cos(x), 1} is linearly independent:

sin(x) c1 + cos(x) c2 + c3 ≡ 0, =⇒ c1 = c2 = c3 = 0.

I The set
{
sin2(x), cos2(x), 1

}
is linearly dependent:

sin2(x) + cos2(x) + (−1) · 1 ≡ 0.
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Basis for Vector Space
Let H be a subspace of vector space V .
Indexed set of vectors B = {b1,b2, · · · ,bp} ⊂ V is basis for H if

I vectors in B are linearly independent.

I H = Span (b1,b2, · · · ,bp).

EX: Let v1 =

 1
0
−2

 , v2 =

 −4
1
7

 , v3 =

 −2
1
5

 . Then

A
def
= [v1, v2, v3] =

 1 −4 −2
0 1 1
−2 7 5

 echelon
=⇒

 1 −4 −2
0 1 1
0 0 2

 .
I A ∈ R3×3 has 3 pivot rows, thus is invertible.

I Column vectors v1, v2, v3 linearly independent and span R3.

I Therefore must be basis for R3.
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When vectors seem to span brain

But they don’t
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Spanning Set Theorem (I)

EX: Let v1 =

 1
0
−2

 , v2 =

 −4
1
7

 , v3 =

 −2
1
3

 and

H = Span (v1, v2, v3). Show that H = Span (v1, v2).

Solution: Obviously Span (v1, v2) ⊆ H. So we only need to
show H ⊆ Span (v1, v2) .

Note [v1, v2, v3] =

 1 −4 −2
0 1 1
−2 7 3

 echelon
=⇒

 1 −4 −2
0 1 1
0 0 0

 .
Only 2 pivots, with 3rd column non-pivot column: v3 = 2 v1 + v2.

Any vector x ∈ Span (v1, v2, v3) is a linear combination of v1, v2, v3

x = c1 v1 + c2 v2 + c3 v3

= c1 v1 + c2 v2 + c3 (2 v1 + v2)

= (c1 + 2 c3) v1 + (c2 + c3) v2 ∈ Span (v1, v2) QED
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Spanning Set Theorem (II)
Let S = {v1, v2, · · · , vp} ⊂ vector space V , H = Span (v1, v2, · · · , vp).

(1) If for some 1 ≤ k ≤ p, vector vk is a linear combination of

remaining vectors in Ŝ def
= S \ {vk}, then Ŝ still spans H.

(2) If H 6= {0}, then some subset of S is a basis for H.

Proof of (1): Given any vector x, it must be a linear
combination of vectors in S:

x = c1 v1 + c2 v2 + · · ·+ cp vp, (`).

Just need to show x is a linear combination of vectors in Ŝ. Indeed

since vk = a1 v1+· · ·+ak−1 vk−1+ak+1 vk+1+· · ·+ap vp, (`) becomes

x = (c1 + ck a1) v1 + · · ·+ (ck−1 + ck ak−1) vk−1

+ (ck+1 + ck ak+1) vk+1 + · · ·+ (cp + ck ap) vp.
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since vk = a1 v1+· · ·+ak−1 vk−1+ak+1 vk+1+· · ·+ap vp, (`) becomes

x = (c1 + ck a1) v1 + · · ·+ (ck−1 + ck ak−1) vk−1

+ (ck+1 + ck ak+1) vk+1 + · · ·+ (cp + ck ap) vp.

31 / 40



Spanning Set Theorem (II)
Let S = {v1, v2, · · · , vp} ⊂ vector space V , H = Span (v1, v2, · · · , vp).

(1) If for some 1 ≤ k ≤ p, vector vk is a linear combination of

remaining vectors in Ŝ def
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since vk = a1 v1+· · ·+ak−1 vk−1+ak+1 vk+1+· · ·+ap vp, (`) becomes

x = (c1 + ck a1) v1 + · · ·+ (ck−1 + ck ak−1) vk−1

+ (ck+1 + ck ak+1) vk+1 + · · ·+ (cp + ck ap) vp.

31 / 40



Spanning Set Theorem (III)

Let S = {v1, v2, · · · , vp} ⊂ vector space V , H = Span (v1, v2, · · · , vp).

(1) If for some 1 ≤ k ≤ p, vector vk is a linear combination of

remaining vectors in Ŝ def
= S \ {vk}, then Ŝ still spans H.

(2) If H 6= {0}, then some subset of S is a basis for H.

Proof of (2):

(a) If vectors in S are linearly independent, then S already basis
for H.

(b) Otherwise delete a dependent vector from S to get a reduced
spanning set.

(c) Since H 6= {0}, repeat steps (a-b) to continue reducing
spanning set until it is linearly independent and hence a basis.
QED
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= S \ {vk}, then Ŝ still spans H.
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Example: Computing bases for Nul A and Col A

Let A =
[
a1 a2 a3 a4 a5

]
=


1 4 0 2 −1
3 12 1 5 5
2 8 1 3 2
5 20 2 8 8

 .

I Compute A
echelon
=⇒


1 4 0 2 −1

0 0 1 −1 8

0 0 0 0 -4
0 0 0 0 0

 .
I Pivot columns are columns 1, 3, 5: Col A = Span (a1, a3, a5).
I Free columns are columns 2, 4: Letting A x = 0 gives

x = x2


−4

1
0
0
0

+x4


−2

0
1
1
0

 . =⇒ Nul A = Span



−4

1
0
0
0

 ,

−2

0
1
1
0


 .
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§4.4 Coordinate Systems (I)

Proof: Since B spans V , we write x as a linear combination

x = d1 b1 + · · ·+ dn bn, (2)

for scalars d1, · · · , dn. To show uniqueness, we now show
equations (1) and (2) are same. Indeed,

0 = x− x = (d1 − c1)b1 + · · ·+ (dn − cn)bn.

Since B is a basis, vectors b1, · · · ,bn must be linearly independent.
Hence

d1 − c1 = · · · = dn − cn = 0. QED
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§4.4 Coordinate Systems (II)

Coordinate vector of x is [x]B
def
=

 c1
...
cn

 .

Example: Let basis B = {b1,b2} for R2×2 with

b1 =

[
2
1

]
, b2 =

[
−1
1

]
. Find [x]B for vector x =

[
4
5

]
.

Sln: Let x = c1 b1 + c2 b2,

In matrix form

[
4
5

]
=

[
2 −1
1 1

] [
c1
c2

]
.

Therefore [x]B =

[
c1
c2

]
=

[
2 −1
1 1

]−1 [
4
5

]
=

[
3
2

]
.
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§4.4 Coordinate Systems (III)
Example: Let basis B = {b1,b2} with

b1 =

[
2
1

]
, b2 =

[
−1
1

]
. For vector x =

[
4
5

]
[x]B =

[
3
2

]
.
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§4.4 Coordinate Systems (IV)

Let indexed set B = {b1, · · · ,bn} be basis for Rn, and let x ∈ Rn.
The vector equation

x = c1 b1 + · · ·+ cn bn

is equivalent to

x = PB [x]B , where PB
def
=
[
b1, · · · , bn

]
.

PB is change-of-coordinates matrix
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§4.4 Coordinate Systems (V)

Let indexed set B = {b1, · · · ,bn} be basis for vector space V , and
let x ∈ V . The mapping x 7→ [x]B connects V to Rn.
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Example: x 7→ [x]B
Let V = P3, set of all polynomials of degree at most 3, of form:

p (t) = a0 + a1 t + a2 t
2 + a3t

3.

Let indexed set B =
{

1, t, t2, t3
}

be basis for P3. Then

[p]B =


a0
a1
a2
a3

 ∈ R4.
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Proof: Take any two vectors u, v ∈ V . Then

u = c1b1 + · · ·+ cnbn, v = d1b1 + · · ·+ dnbn,

so that [u]B =

 c1
...
cn

 , [v]B =

 d1
...
dn

 .
Since u + v = (c1 + d1)b1 + · · ·+ (cn + dn)bn,

It follows [u + v]B =

 c1 + d1
...

cn + dn

 =

 c1
...
cn

+

 d1
...
dn

 = [u]B+[v]B

Similarly (book) [γ u]B = γ [u]B for any scalar γ.

Exercises 23/24 for one-to-one proof.
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