
Self Introduction

I Name: Ming Gu

I Office: 861 Evans

I Email: mgu@berkeley.edu

I Office Hours: MTuWF 4:15-5:30PM

I Class Website:
math.berkeley.edu/∼mgu/MA54Spring2019

I Lecture notes available on bCourses



Text Book

I UC Berkeley Edition,
Linear Algebra and Applications, required.

I Closely follow Math Dept outlines for Math 54.

I Students responsible for material left out in
lectures.





Class Work

I Weekly home work sets;
Count best 10, total 15 points.

I Weekly Quizzes (except on midterm weeks);
Count best 10, total 15 points.

I Two midterm exams:
the worse is 15 points, the better 25 points.

I 1 final exam, 30 points.

I If you miss one midterm, your other
midterm and the final will be worth 30 and
40 points, respectively.
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Exam Schedule

I Midterm I: Feb. 20 (Wed.) in class

I Midterm II: Mar. 20 (Wed.) in class

I Final Exam: Tue., May 14, 7:00–10:00pm



Grade Scale

I A- to A+: at least 85 points;

I B- to B+: between 70 and 85 points;

I C- to C+: between 60 and 70 points;

I D: between 55 and 60 points;

I F: less than 55 points.

No grade curve; most people get A level or B level grades.



I took Algebra in High School



§1.1 Systems of Linear Equations
linear equation is of form

a1 x1 + a2 x2 + · · ·+ an xn = b, where

I a1, a2, · · · , an are coefficients;

I x1, x2, · · · , xn are variables;

I b is right hand side.

Linear equation example:

4 x1 − 5 x2 + 3 x3 = 2.

System of linear equations example:

4 x1 − 5 x2 + 3 x3 = 2,

2 x2 − x3 = 1,

−3 x1 + 8 x3 = 5.



Linear Algebra is 2000 years old (I)



Linear Algebra is 2000 years old (II)



Linear Algebra is 2000 years old (III): One dou of grain



Linear Algebra is 2000 years old (IV)



Linear Algebra is 2000 years old, but named after Gauss



Linear equations, exactly one solution

System of two linear equations:

x1 − 2 x2 = −1, (`1)

−x1 + 3 x2 = 3. (`2)



Linear equations, no solution or too many solutions



Linear equations, solution in 3D

System of linear equations: x1 − 2 x2 + x3 = 0,

x2 − 8 x3 = 8,

5 x1 − 5 x3 = 10.

Solution x1 = 1, x2 = 0, x3 = −1.
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Matrix Notation

System of linear equations: x1 − 2 x2 + x3 = 0,

x2 − 8 x3 = 8,

5 x1 − 5 x3 = 10.

I coefficient matrix

A =

 1 −2 1
0 1 −8
5 0 −5


I right hand side (RHS)

b =

 0
8
10


I augmented matrix

A =

 1 −2 1 0
0 1 −8 8
5 0 −5 10

 =
(
A b

)
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Nine Chapters Problem

System of linear equations: x1 + 2 x2 + 3 x3 = 26, (`1)

2 x1 + 3 x2 + x3 = 34, (`2)

3 x1 + 2 x2 + x3 = 39. (`3)

x1 = top−grade, x2 = mid−grade, x3 = low−grade.

I coefficient matrix

A =

 1 2 3
2 3 1
3 2 1


I right hand side (RHS)

b =

 26
34
39


I augmented matrix

A =

 1 2 3 26
2 3 1 34
3 2 1 39

 =
(
A b

)
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Gaussian Elimination (I)

I 3×(`1)−1×(`3)→ new (`1), 3×(`2)−2×(`3)→ new (`2)

System of linear equations: 4 x2 + 8 x3 = 39, (`1)

5 x2 + x3 = 24, (`2)

3 x1 + 2 x2 + x3 = 39. (`3)

I augmented matrix

A =

 0 4 8 39
0 5 1 24
3 2 1 39





Gaussian Elimination (II)

I 5× (`1)− 4× (`2)→ new (`1)

System of linear equations: 36 x3 = 99, (`1)

5 x2 + x3 = 24, (`2)

3 x1 + 2 x2 + x3 = 39. (`3)

I augmented matrix

A =

 0 0 36 99
0 5 1 24
3 2 1 39


Solution

x3 =
11

4
, x2 =

17

4
, x1 =

37

4
.



I Example: Row interchange

System of linear equations: 36 x3 = 99, (`1)

5 x2 + x3 = 24, (`2)

3 x1 + 2 x2 + x3 = 39. (`3)

⇓
New System: 3 x1 + 2 x2 + x3 = 39, (`1)

5 x2 + x3 = 24, (`2)

36 x3 = 99. (`3)
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Inconsistent Equations

System of linear equations: x + 2 y + z = 3, (`1)

3 x − 2 y − 4 z = 4, (`2)

−2 x − 4 y − 2 z = 5. (`3)

I augmented matrix

A =

 1 2 1 3
3 −2 −4 4
−2 −4 −2 5

 =
(
A b

)
I 1× (`2)− 3× (`1)→ new (`2),

1× (`3)− (−2)× (`3)→ new (`3).
I new augmented matrix

A =

 1 2 1 3
0 −8 −7 −5
0 0 0 11


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§1.2 Row Reduction and Echelon Form (I)

In Augmented matrix, the row echelon form (REF)

A =
(
A b

)

where � 6= 0, ∗ = any entry.
REF allows � variables to be easily solved.



§1.2 Row Reduction and Echelon Form (II)

In rectangular matrix, a leading entry of a row is the leftmost
non-zero.
For augmented matrix in row echelon form

variables with leading entry � can be solved in terms of the other
variables.



§1.2 Row Reduction and Echelon Form (III)



§1.2 Row Reduction and Echelon Form (IV)



Row Reduction Algorithm (I)

In rectangular matrix, a pivot position is a position that
corresponds to a leading entry; and pivoting column is a column
that contains a pivot position.



Row Reduction Algorithm (I)
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corresponds to a leading entry; and pivoting column is a column
that contains a pivot position.
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Row Reduction Algorithm (II)



Row Reduction Algorithm (III)

Interchange rows 1 and 3 to reach pivot position.



Row Reduction Algorithm (IV)

row2 − (−1)× row1 → row2,

row3 − (−2)× row1 → row3

no row interchange needed



Row Reduction Algorithm (V)

row3 −
(
5

2

)
× row2 → row3,

row4 −
(
−3
2

)
× row2 → row4

interchange row3 and row4



Row Reduction Algorithm (VI)



Solution of Linear Equations

x1 + 4 x2 + 5 x3 − 9x4 = −7,
2 x2 + 4 x3 − 6x4 = −6,

−5x4 = 0.

Solution: with x3 free,

x4 = 0, x2 = −3− 2 x3, x1 = 5 + 3 x3.

x1, x2, x4: basic variables; x3: free variable.



I Existence: A linear system is consistent ⇐⇒
rightmost column in (A | b) is not pivot column.

I Uniqueness: A consistent linear system contains
I either: unique solution but no free variable,
I or: infinitely many solutions with at least one free variable.



§1.3 Vector Equations
Vectors in R2

u1 =

(
2
1

)
, u2 =

(
3
1

)
, u3 =

(
2
1

)
, u4 =

(
µ1
µ2

)
.

Then

u1 + u2 =

(
5
2

)
, u3 = u1, 2u4 =

(
2µ1
2µ2

)
.

Vectors in R3: a =

 1
0
1

 ,

Vectors in Rn: w =


ω1

ω2
...
ωn

 .
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Geometric Description in R2



Parallelogram Rule

Vectors in R2

u =

(
2
2

)
, v =

(
−6
1

)
, u + v =

(
−4
3

)
.



Linear Combinations

Given vectors u1,u2, · · · ,un ∈ Rn, and scalars c1, c2, · · · , cn ∈ R,
the vector

y = c1 u1 + c2 u2 + · · ·+ cn un

is a Linear Combination of vectors u1,u2, · · · ,un with weights
c1, c2, · · · , cn.
Example: With c1 = −2, c2 = 3,

u1 =

 2
−1
0

 , u2 =

 5
2
1

 .

y = c1 u1 + c2 u2 =

 11
8
3

 .



Span (I)



Span (II)

Example span in R3



To Span or not to Span?

Linear Algebra is both interesting and challenging



§1.4 Matrix Equation A x = b

Column vector representation of matrix A ∈ Rm×n :

A =

 1 2 1 3
3 −2 −4 4
−2 −4 −2 5

 ∈ R3×4

⇑ ⇑ ⇑ ⇑
=

(
a1 a2 a3 a4

)
, where a1, a2, a3, a4 ∈ R3



Matrix-vector Product ⇐⇒ Linear Combination (I)



Matrix-vector Product ⇐⇒ Linear Combination (II)

Example:

A =

[
1 2 −1
0 −5 3

]
, x =

 4
3
7





Linear Equations in terms of Matrix-vector Product
Example:



Linear Equations in terms of Matrix-vector Product
Example:



Linear Equations in terms of Linear Combinations



Linear Equations in terms of Linear Combinations


