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1. Mark “T” if the statement is always true, “F” if it is sometimes false. No explanations are needed.

T | If W and W
0
are subspaces of a vector space V , the set of vectors in V that belong to both W

and W
0
is a subspace of V .

F | If A is similar to B and B is orthogonal then A must be orthogonal.

T | For every subspace H of Rn
, there is a matrix A such that H = NulA.

F | If � is an eigenvalue of A and µ is an eigenvalue of B and both are n ⇥ n, then �µ must be an

eigenvalue of AB.

F | The normal equation A
T
Ax = A

Tb always have a unique solution.

T | The change-of-coordinates matrix P
C B

between the bases B = {2e1, 3e2} and C = {�3e1, 4e2} of

R2
is a diagonal matrix.

T | There exists a real 3⇥ 3 matrix of rank 2 with only one distinct eigenvalue.

F | The set of vectors
⇥
x1 x2 x3

⇤T
so that x1 + x2 + x3 � 0 forms a subspace of R3

.

F | If V is a vector space, and H1 and H2 are subspaces, then the union of H1 and H2 (i.e. the set of

vectors that lie in H1 or H2) is always a subspace.

F | The dimensions of the column space and of the nullspace of a matrix add up to the number of

rows.

T | Suppose that A is a symmetric n ⇥ n matrix and W is a subspace of Rn
such that Aw 2 W for

all w 2 W . Then, Av 2 W
?

for all v 2 W
?

where W
?

is the orthogonal complement of W with

respect to the dot product.

F | Suppose that v1(t), v2(t) are vector functions taking values in R2
. If the Wronskian W [v1, v2](t)

is equal to 0 for all t 2 R, then v1(t), v2(t) are linearly dependent.

F | The set of solutions to ay
00
+ by

0
+ cy = 0 is a two-dimensional vector space for any a, b, c 2 R.

F | The eigenvalues of an orthogonal matrix are all real.

T | For any matrix A, the matrix AA
T
is diagonalizable.

T | The function y(t) = t sin t is a solution to y
0000

+ 2y
00
+ y = 0.

1



Linear Algebra
Di↵erential Equations Math 54 Lecture 002 Practice Final Exam [DE] Dec 6, 2019

2. Select the correct answers. Be aware that there might be more than one answer to each problem.

1) A number � is an eigenvalue of an n⇥ n matrix A if and only if:

(a) det(A� �In) = 0. (b) � is a pivot of A.

(c) A� �In is invertible. (d) Ax = �x for some x 2 Rn
.

2) A collection of n vectors v1, · · · , vn in Rn
is linearly independent if and only if:

(a) It forms a basis of Rn
. (b) Any two vectors in it are linearly independent.

(c) v1 + · · ·+ vn = 0 implies that each vi = 0. (d) c1v1+ · · ·+cnvn = 0 implies that each ci = 0.

3) The rank of a matrix A is

(a) The number of rows. (b) The dimension of its column space.

(c) The dimension of its row space. (d) dim(RowA)
?
.

3. Find the general solution to the equation

y
00
+ 3y

0
+ 2y =

1

et + 1
.

2

Homogeneous case solution : fifty= e
-Zt

, yet - e
-t

.

Use vaneaton of parameters : UH = I-II and NE ftw
.

W = yisi-yiq-e-a.fpe-t-c.ge?e-t

So
,
Vitti - J - e.IE#idt--feeIIdt=f-zf,ds(s=et.ds--etdt--sdt)

=e→t
.

= ff- it's)ds = - St lust D= -ettlncetti) .

Wtf ) eeje¥dt=Je¥dt=hEtD (6k SEE Inf)

General solution : Get elncettD) e-It lnlettl) -et + c. e-zttcaet .



Linear Algebra
Di↵erential Equations Math 54 Lecture 002 Practice Final Exam [DE] Dec 6, 2019

4. Find the general solution to the following system:

x0
(t) =


1 �6

1 �4

�
x(t) +


2

1

�
te

�3t
.

5. The system x0
(t) =


2 3

0 2

�
x(t) has a solution x1(t) = e

2t


1

0

�
. Find another solution which is linearly

independent to x1(t). (Hint. Try x2(t) = te
2t


1

0

�
+ e

2t
v.)

3

Homogeneous case soktzon : Find eigenvalues and eigenvectors.

A =L ! If]
.

XaCN=det(A -de)= Cd-HEH 4)tf Kt3kt2 .

''"

I:{÷
.

:
.

⇒
**Ate't

→ ⇐=L?] - e
't

Particular solution : Method of Undetermined Coefficients

Xp#= (att v) - e
-3T 6k (3) it -est es (poly of deg4) x exponential .

KHS) = U- e
-*
t C-3) Catersest (Rus) = Atuttu)est t test

.

Cancel out est and look at the terms w/ t and w/o t separately .

w/ t: -36 = Aut ⇒ CHI) left) a- E3)
.

w/o t : U-3u= Av ⇒ A- EI]
.

General solution : It#De't to, Etta e-
2T
.

Try = t -e
't (f) tetro .

(LHS) e't tzteztffftzetv (RHS) A te't t Ao - e
't where A-fff]

.

Similarly to #4 ,
we look at theterms w/ t and w/o t separately.

w/ t : 2. to] = Ato)
.

Yo t i (f) + zu = Au ⇒ v= [%) is one solution .

So
,

Kkk test test
.
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6. Find the values of the positive number � for which the given problem below has a nontrivial solution.

y
00
+ �y = 0 for 0 < x < ⇡; y(0) = 0, y

0
(⇡) = 0.

7. Suppose that f(x) = 0 for �⇡ < x < 0 and f(x) = 1 for 0  x  ⇡. Find the Fourier series for f(x) on

[�⇡,⇡].
1

1
Optional.

4

for the sake of stmptccty , let p te Td
.

horn - case solutions
.

✓
The auxiliary equation is 04 d-o .

⇒ F- tri- Ifi - Hence
,
yet) = coset, yet)⇒ight .

Let Ttt)-- ay,#TGLIE) .

of = C
,
- It G. o - C, .

So
,
CEO .

⇒ LAK Gye)
.

Now
, y
' CE) = Cz - pcospt .

But we want a non-trivial

$
solution

.
So

,
Gto and p is A>o

.
So

, Aspa ⇒ which empties that p= 2¥ @-integer)
.

⇒ d=Gh4 @ : integer)
.

Namely ,
it I. IT , ¥

, II , - - - - are only possible d's .

Fourier series is Azt (Anosnktbnstnnn) where are ¥1 fan nada

Griff fats'm nada .

So
,

are# [Gsnxdx =# finna lo
"

if neo . (no case⇒ ¥151duel .)
=¥ - O = 0

.

6n=¥JFSTnnxdx=¥ .
- Oshel! =#(t - C- IT) = IIe niodd

o n: even
.

So
,
the Fourier series Is ¥c(SThKtzSTh3Kt # 5Th5kt - - - )

.


